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ABOUT CONTEG

Conteg is one of the leading producers of racks and data center solutions in EMEA. In our product portfolio, you can find telecommunication and data racks,
complete solutions for data centers, outdoor and industrial cabinets. Our solutions include free-standing & wall-mounting racks, precision cooling, cable
management, intelligent power distribution & environmental monitoring systems, as well as a wide range of accessories.

Conteg is based in the Czech Republic and its products
satisfy customer needs across Europe, Africa, and Asia -
from the United Kingdom to Saudi Arabia to Bangladesh
and from Finland to France to South Africa. A wide
network of distribution partners covers more than
50 countries which means Conteg products are always
close to you - ready to be shipped and installed. Many
countries are also covered by local branch offices with
permanent staff.

Local Branches and Showrooms:

Austria, Vienna
Czech Republic, Prague

Conteg Headquarters: Conteg Production Facilities and Central Warehouse:

Na Vitézné pléni 1719/4 K Silu 2179 :=rilll'1cel,;ParisI

140 00 Prague 4, Czech Republic 393 01 Pelhfimov, Czech Republic n la-: angalore
Russia, Moscow
The Netherlands, Breda

Finland, Helsinki
United Arab Emirates, Dubai

Our innovative and modular products and solutions
are in line with current industry trends. Their quality and
functionality can be endorsed by our global customers. They
are used throughout the IT industry when deploying servers,
UPS and other components and to manage structured
cabling systems both inside and outside the racks.

Our core values include:

« Innovativeness

« Responsibility and flexibility

« Continuous technical support

« Quality service

« Trust

« Experienced and friendly staff

« Top-quality products at competitive prices
 Saving you time
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DATA CENTERS...

A data center can be defined as a facility used to house computer systems and associated components, such as storage systems and telecommunication equip-
ment. They generally include redundant or backup power supplies, redundant data communications connections, environmental controls (e.g., air conditioning, fire

suppression) and security devices.

Every organization has a data center, although it might
be referred to as a server room or even a free-standing
rack. An independent data center is usually understood
to be an object with a defined and rated physical
infrastructure. A trained and certified designer’s, for
example a Certified Data Centre Design Professionalist’s
(CDCDP), goal is to create an environment that will
house ICT equipment as well as active and passive
elements that will last the data center’s entire lifespan.
The environment would respond to changes and
modifications in ICT technologies during operation
time and would adjust its own capacity to growing
performance requirements, while staying energy
efficient and green. Since the lifetime of modern data
centers is about 15 to 20 years, the requirements and
prerequisites mentioned above may only be met by
adopting a modular design for data centers. A Modular
data center may be described as a gradual, predefined
and Computional Fluid Dynamics (CFD) verified process
of filling space by technologies in performance units
(modules). The benefits of the modular structure include
lower investment costs (lower CAPEX), lower operating
costs (lower OPEX) and significant savings throughout
the life cycle of a data center (lower TCO). Choosing
where to build a data center is an integral and very

important step, as this venue will require around-the-
clock care given a data center’s non-stop operation.
Selecting a suitable location is often the first step
in ensuring the safety of a future data center. When
designing any data center, many issues have to be
considered. It is necessary to get information about the
available power input and output and data connectivity
for any potential location. It is also important to consider
the suitability of a location in regard to various safety
risks and possible limitations like floor load capacity,
noise and exhaust emissions, layout, fire resistance
and gradual construction requirements. The basic
requirements of data centers are already specified in
standards such as ANSI-TIA/EIA 942A and other standards
related to data communications and systems. Data
centers, whether small or large, mainly address the
availability of stored data and computing resources for
users. This sums up Tier 1 to 4, which define what services
are available between 99.671% and 99.995 % of time. Tier
1 is defined by the possibility of failure up to 28.8 hours
per year, while Tier 4 is defined by the possibility of failure
up to 28 minutes per year. Although newly built data
centers accommodate more modern energy-saving IT
equipment, which decreases the power consumption of
each unit, the overall IT power consumption is growing
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globally. The logical consequence is that the heat-load
density of each data center is also on the rise. With the
growing need for more power and the availability of
ICT equipment for data centers, ICT elements must be
consolidated. This means replacing equipment with
a low rate of utilization and high power consumption
with more powerful equipment with lower power
consumption and a higher rate of utilization. This is
where the development of virtualization and cloud
solutions comes in. While the weight and input power
of newly used equipment is rising, the virtualization and
utilization significantly reduce the amount of equipment
installed in a data center, making the data center more
efficient.

As already mentioned, building data centers is
a very complex process, requiring knowledge of other
disciplines, cooling systems, power systems, safety
equipment access, monitoring and supervision. Some
important issues regarding the design, installation and
operation of a data center are discussed in the following
sections. Conteg has extensive experience when it comes
to laying out a data center’s basic systems, which include
cooling, monitoring and traffic control.

2 DEProfessional Developms



DATA CENTER EFFICIENCY AND OPERATIONAL SAFETY

An efficient data center is comprised of reliable cost-saving energy and operational systems. A data center operational safety includes a level of physical security
for all IT and non-IT equipment. Redundant components and systems are used to mitigate operational risks and reduce data center downtime. To be able to improve
data center efficiency, we must measure its losses, as well as its values and savings trends. At the same time, the price of such systems must be acceptable and
compliant with the targeted ROI (return on investment) and applicable legal rules.

No universal data center efficiency benchmark exists.
High Performance Computing (HPC) data centers use
a number of math operations per second (MIPS), telco
data centers use networking traffic, data warehouses
use stored Terra-bytes. All of them use some recognized
monitoring system (DC-FVER, PUE, DCIE), but still

their performance per 1 consumed Watt will differ
significantly. Nevertheless, a data center’s electrical
parameters can be measured and linked to financial
costs. A common monitoring system used today is the
PUE (Power Usage Effectiveness). PUE metering allows
us to compare data centers with similar purposes and
climates. PUE is calculated by dividing the Total Facility
Energy by the IT Equipment Energy.

The PUE system is generally implemented in 3 stages.

« Minimum Practical Monitoring involves performing
periodic spot measurements with portable
equipment. Data is acquired from the installed
equipment, like UPSs etc. This approach requires staff
to perform a manual data collection. No infrastructure
upgrades or the purchase of measurement
equipment is needed.

« Best Practical Monitoring using semi-automatic data
logging may not necessarily be supported by online
software. Long-term monitoring equipment may
need to be installed. Limited modifications to the
infrastructure should be expected.

+ In State-of-the-Art Monitoring, real time data is
collected by an permanent automated recording
system with the support of online software that is
able to extensively monitor trends. It is likely that
consultant support will be necessary during the

implementation process, as several modifications to
the system’s infrastructure will have to be made.

Concerning data center security, there are three potential

risk groups: (a) Data and software safety - viruses, spam,
unauthorized network access, data misuse; (b) Physical
security - HW failures of IT equipment, human factor,
force majeure, fire, theft; (c) Network Critical Physical
Infrastructure (NCPI).

Conteg, as a supplier of physical infrastructure, specializes

in maintaining and repairing the latest data center
technologies (24x7x365) by eliminating SPoF (Single
Point of Failure) and hotspots. In order to maintain your
data center status, it is highly recommended that you
install an advanced monitoring system (e.g. Conteg’s
DCIM called AEGIS).

The escalation processes and service level agreements
(SLAs) must be well set. Monitoring of a large amount

of input data requires specific training for data center
personnel, which will lead to more energy achievements
and cost savings. Last but not least, it is important to
have the correct rack sizes, cooling systems and cable
pathways. Conteg’s experienced team of data center

designers will be glad to help you optimize your projects.

TOTAL FACILITY POWER
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« Switchgear
« Generators, UPS, etc.

« Cooling
« Chillers
« Free cooling
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MODULAR CLOSED LOOP

Modular Closed Loop offers the ability to achieve up to 35 kW of cooling power per rack per assembly. This type of architecture can be especially useful when
planning to install high-density racks into a facility since the racks do not release any heat into the data center environment. It is also an ideal solution when limited

rack space is required, but cooling becomes an issue because of the high-density applications housed there.

« Modular design - unlimited number of racks and
cooling units can be combined into one module

« Cooling of Modular Closed Loop based on CoolTeg
units

« CoolTeg unit versions, chilled water (CW) direct
expansion (XC, DX)

« Racks from the PREMIUM Server portfolio.

« Modular Closed Loop is fully flexible - accommodates
any combinations of cooling units and racks to
meet the required levels of cooling capacity and
redundancy

- High-density solution accommodates any high-
capacity IT equipment (e.g. Blade servers)

Inside of the Modular Closed Loop, the cold air is
generated by the CoolTeg unit(s) and delivered into the
cold zone in the front part of rack(s), where it is close to
the IT equipment cold air intake. The hot exhaust air from
the IT equipment is then immediately removed from the
hot zone in the rear part of the rack(s) by the CoolTeg
unit(s), cooled and delivered back into the cold zone,
forming a closed recycling air loop.

We also offer the most commonly used and tested
combinations of cabinets, chillers, monitoring systems
and other useful accessories in R2U (Ready to Use) sets.
The advantage of this arrangement is speed of choice,
an easy ordering process, fast delivery and simple
installation.

The Modular Closed Loop solution is high-density
oriented and energy efficient, especially when
CoolTeg Plus units are connected to a chiller with
free-cooling technology.



Modular Closed Loop design guidelines

The Modular Closed Loop can consist of a virtually unlimited number of PREMIUM
Server racks and CoolTeg cooling units. All racks are delivered fully assembled with
passive airflow management installed (separation frames). Cooling units are available to
provide the module with a cooling capacity of up to 35 kW per rack. The module can be
easily designed in a fully redundant mode.

Typical configuration

« PREMIUM Server racks 42U (optionally 45 or 48U) - 600 and 800 mm wide —
1200 mm deep

« Air separation frames included — 200 mm deep

- Front glass door

« Solid rear door

« Hermetic cable entries

« Blanking panels for all unused U positions

« Monitoring of inside cabinet environmental conditions via RAMOS

« |IP54 protection recommended

«+ CoolTeg cooling unit CW30 - 42U (optionally 45 or 48U) — 300 mm wide — 1200 mm
deep (optionally also in DX mode)

+ Local extinguishing system LES-RACK
- Emergency opening door system
- Recommended depth of the servers 800 mm; other need to be consulted

CLOSED LOOP SAFETY SYSTEMS

Information is critically important to all of us and the security of our data
needs to be ensured. One of the most dangerous threats to our data systems are
heat and fire.

Emergency Opening System

In the case of no redundant cooling unit we recommend to use Emergency Opening
System (EOS). The EOS automatically opens the front and rear doors of the Modular
Closed Loop in case that cooling unit fails to prevent the overheating of ICT equipment
inside the racks. The high temperature problem is detected by temperature sensors and
the RAMOS Mini monitoring system (not a standard part of the EOS) which provides
an alarm message to the EOS and also informs via email service desk about this critical
issue. Meanwhile, as the doors are opened there is temporary cooling by ambient air to
prevent possible damage to the equipment. However, the best protection is provided by
having a fully redundant module configuration.

Local Extinguishing System

The Local Extinguishing
System (LES-RACK) is a self-
contained, fully automatic
fire detection and protection
system ideal for Modular
Closed Loop use

- Designed for installation directly into one rack with IP30 or higher

« An effective solution for servers, telecommunication and closed-control racks.

+ An automatic system of fire detection, control, evaluation, communication and
extinguishing

« Performs extinguishing on the principle of flooding the protected space with clean
gas and maintaining required extinguishing concentration inside the space

- Optical detectors for fire detection

EME EME, EME EME EME
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CONTAINED COLD AISLE

The Conteg Contained Cold Aisle (CCA) solution physically separates cold and hot zones by forming a cold plenum space in front of IT equipment. This prevents
hot and cold air from mixing, thereby eliminating hot spots. Racks are aligned front to front and cold air is delivered using the raised floor or CoolTeg units.

« Modular design - an unlimited number of racks can be
combined into one Contained Cold Aisle

« The cold air can be supplied into the contained aisle
through perforated tiles from the raised floor

« Optionally cold air can be supplied via CoolTeg units

. The standard width of the CCA is 1.2 m (two
perforated tiles) or 1.8 m (three perforated tiles)

+ CCA can have two door or one door access

+ CCA can be deployed with double swing doors or dual
leaf sliding doors

« It supports racks with the same height that is 42U, 45U
or 48U high

+ The system is designed to work with the PREMIUM
rack series

- Front and rear vented doors (86% perforation) are
required

« Blank panels are recommended to fill any unused
space within the rack

« Air separation frame at the front of the rack helps to
block unwanted cold air bypass and hot air return
around the mounting profiles

« Complex solution leading to an improvement in
efficiency and ultimately an operational cost savings

Using the Contained Cold Aisle solution is highly
recommended to maximize the cooling efficiency
and minimize the energy consumption of the entire
data center.

SORITES 10



Roof

Roof sections are connected to the top of the racks
to prevent the mixture of cold air and hot exhaust. Roof
panels corresponding to the layout of installed cabinets
and cooling units are 400, 600, 800, 900 and 1 100 mm
long, and are made of 6 mm thick clear or multiwall
polycarbonate to ensure the spread of light within the
contained aisle. Our solution also supports the installation
of extinguishing systems.

Door sections

CCA entry is via a sliding door. A standard sliding door
consists of a Mechanical opening system (each door
wing is independent), and can be equipped with either
a Dual Synchro system (both door wings moving simul-
taneously) or Automatic system with basic or full control
logic. Sliding doors are made of aluminum. A blank panel
can be used instead of a door to close one entry of the
contained aisle.

Typical Contained Cold Aisle
configuration

« PREMIUM Server racks 42U high (optionally 45 or 48U)
- 600 and 800 mm wide and 1 000 and 1 200 mm
deep

- Air separation frame per rack

« Blank panels for all unused U positions

« Front and rear vented door with 86% perforation
« Double-brush grommets for cable entries

+ Cold Air Containment - 1 200 mm wide (optionally
1000 or 1 800 mm)

+ Roof panels corresponding with layout of installed
cabinets and cooling units - 400, 600, 800, 900 and
1100 mm in length

« The Modular Contained Aisle system is ideal for
rows of racks with different heights or gaps require
containment

1

CCA with Inrow units

In the case of a missing raised floor as a plenum for cold
air delivery, the cooling of IT equipment can be provided
locally by CoolTeg units. CoolTeg units are installed in the
same row as cabinets are and together with aisle roof and
door sections form a Contained Cold Aisle. This solution
is currently very popular as it can address very high
heat loads and cooling units can achieve high energy
efficiency.

J\EMEy Q\EMEY QVEMEY Q\EMEY
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CCA with CoolTop Units

Do you prefer space-saving cooling units for your
data center floor? Use our unique solution with cooling
units placed on top of the IT racks. Our CoolTop units
fit perfectly on all types and sizes of server racks, and
can be used (along with other accessories) to create
contained aisles, an ideal solution providing comfort for
your IT equipment. The bonus will be very low power
consumption and perfect project adaptability.

.80 cormplats your natwori



CONTAINED HOT AISLE

With the Conteg Contained Hot Aisle (CHA) solution, the containment system is used to physically separate hot exhaust from cold air by forming a hot plenum
space at the rear of IT equipment and preventing hot and cold air from mixing, thereby eliminating hot spots. Racks and cooling units are aligned back to back and
hot air is transformed to cold air via CoolTeg units.

« Modular design - an unlimited number of racks can be
combined into a Contained Hot Aisle

- The hot air is aimed into the contained aisle, cooled
by CoolTeg units and directed in front of racks where
servers will use it

« The standard width of the CHA is 1 m wide (optionally
1.2m)

« CHA can have two door or one door access

« CHA can be deployed with a single wing sliding door

+ The system is designed to work with the PREMIUM rack
series

« It supports racks with the same height that is 42U, 45U
or 48U high

« Front and rear vented doors (86% perforation) are
required

« Blank panels are recommended to fill any unused

space within the rack

Air separation frame at the front of the rack helps to

block unwanted cold air bypass and hot air return

around the mounting profiles

« Complex solution leading to an improvement in
efficiency and ultimately an operational cost savings

Using the Contained Hot Aisleis highly recommended
to maximize cooling efficiency and minimize energy
consumption of the entire data center.

SORITES 12



CoolTeg Plus - Product of the New Generation

In our CoolTeg air conditioning units, we use a combination of the newest component technologies and precision controls based on

Contained Hot Aisle configuration
« PREMIUM Server racks 42U high (optionally 45 or
48U) — 600 and 800 mm wide — 1000 mm deep
- Air separation frame per each rack
« Blank panels for all unused U positions
« Front and rear vented doors 86% perforation
- Double brush grommets for cable entries
« Contained Hot Aisle - 1000 mm wide
- Single leaf sliding door

+ Roof panels corresponding with layout of installed
cabinets and cooling units

+ Monitoring of containment environment

13

Features

- User friendly

« Energy efficient

- Accurate data center monitoring

- Total flexibility

« Excellent rack compatibility

- Ideal solution for all types of data center projects

our experience and feedback from data centers around the world. Fan, heat exchanger and control parts technology is advancing, so we
are always modifying our products to make sure our clients have the most up-to-date features.

« New generation of CoolTeg Plus cooling units is ready
for modern data centers

« Chilled water and DX versions 300 mm wide

« 600 mm wide CW CoolTeg Plus unit ready for cooling
of high-density zones

« Energy-saving EC fans and high-efficiency copper-
aluminum heat exchangers.

« New control box and a new 4.3" size graphic touch
screen display with 65000 colors - 21t century
technology

« One remote display can be used for all CoolTeg
units in one data room - also bigger 10" displays for
monitoring of the whole cooling part of a data center
are available

« Communication through TCP/IP protocol as standard.
ModBUS or other protocols are also available, and
remote management from any computer connected
to the Internet is simply manageable.

« Temperature and humidity is measured in both hot
and cold zones

« Open and closed architecture

« Design compatibility with PREMIUM rack series
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HOT / COLD AISLE

The Open Hot/Cold Aisle arrangement is considered to be the “norm” for data center designs. Racks are aligned front to front and cold air is delivered
using the raised floor as a cold air handling space (plenum) or CoolTeg units.

« The ANSI/TIA/EIA 942 A standard recommends a cold
aisle width of 1.2 meters (two perforated floor tiles)

« The system is designed to work with the PREMIUM rack
series

« Front and rear vented doors (86% perforation) are
recommended

« Blank panels are recommended to fill any unused
space within the rack

- Air separation frame at the front of the rack helps to
block unwanted cold air bypass and hot air return
around the mounting profiles

« Complex solution leading to an improvement in
efficiency and ultimately an operational cost savings

As the raised floor is being used to deliver the cold
air, it is essential that all openings within the floor, such
as the cable entries, are well sealed using double brush
grommets. This helps to maintain static pressure within
the floor and minimizes the amount of air that can escape
in unintended or undesired locations. In cases where racks
cannot be used we can offer an alternative solution with
19" open frames RSG4. Load rating is up to 1500 kg, which
is suitable for heavy servers.

For configuration see page 17.

Hot/Cold Aisle design can be modified in various
ways to meet today’s higher energy efficiency
requirements. It can be easily improved (e.g. by
separating the cold and the hot air zones), making
it a Contained Cold Aisle solution. See previous
chapters to learn more.

SORITES 14



PLENUM FEED WITH ROOM RETURN

The Conteg Plenum Feed with Room Return solution optimizes the use of cold air by directing this air from the raised floor straight to the equipment within the
rack. Dedicated hot and cold aisle layout is no longer required as the racks contain elements that separate hot and cold zones.

+ The system is designed to work with the PREMIUM
rack series

« Front glass and rear vented doors (86% perforation)
are recommended

- Blank panels are recommended to fill any unused
space within the rack

- Air separation frame at the front of the rack creates
cold zone in front of IT equipment and blocks
unwanted cold air bypass and hot air return around
the mounting profiles

« Deflector located in the bottom of the rack directs the
cold air to the front of IT equipment

« Variable flow regulating louvre can be installed to
control airflow throughput or shut the air supply off if
no equipment is housed in the rack

+ Complex solution leading to an improvement in
efficiency and ultimately an operational cost savings

Cold air is kept below the raised floor and within the
rack by a solid front door which can be either glass or
metal depending on preference. Air separation frame
is used to create a cold zone in front of the installed
equipment. All unused positions should be covered by
blank panels to prevent cold air leakage. Hot exhaust air
is rejected from the rack into the room through a vented
rear door ensuring that cold supply and hot exhaust air
streams remain separated, resulting in more efficient use
of the cold air and the elimination of hotspots.

For configuration see page 17.

One significant advantage of the Plenum Feed
Room Return system is the flexibility of floor planning.
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ROOM FEED WITH PLENUM RETURN

Contained Cold Aisle and Plenum Feed/Room Return technologies release the warm exhaust air into ) ) .
. .. + The system is designed to work with the PREMIUM
the room. Generally, this should not pose a problem as long as the layout of the data center takes this into Server rack
account. However, in certain very high-density applications it may be desirable to completely separate the . Hot Plenum Return Kit (HPR) addresses this

hot exhaust from the cool supply air. requirement by using a vertical “chimney” at the top
rear of the rack directly connected to a hot plenum
below the ceiling

« Turning vane located at the bottom rear of the rack
helps to optimize the flow of hot exhaust into the
chimney

- Front vented (86% perforation) and rear solid door are
recommended

- Blank panels are recommended to fill any unused
space within the rack

- Air separation frame at the front of the rack creates
cold zone in front of IT equipment and to block
unwanted cold air bypass and hot air return around
the mounting profiles

« Complex solution leading to an improvement in
efficiency and ultimately an operational cost savings

The hot plenum is formed by installing a suspended
ceiling within the facility room and rather than using
the stratification principle to warm exhaust (typical in a
traditional hot/cold aisle arrangement), the hot exhaust
air is removed into a separate air handling space. The
Computer Room Air Handlers (CRAH) are also connected
to the plenum so that an air loop is formed. This layout
can tolerate very high heat densities with excellent
cooling system efficiency; a study by Intel which
originally pioneered this concept, shows that this design
can handle as much as 30 kW per rack.

For configuration see page 17.

Cooling capacity of this configuration can reach higher
values depending on many variables such as capacity and
features of precision computer room cooling unit, ratio of
supply air space to return plenum space and amount of air
obstructions in the supply and return air spaces.
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cooLtTop

CoolTop equipment represents a family of precision cooling units specifically designed for an installation on the top of IT racks in server rooms and large data
centers. CoolTop is an ideal cooling system for Conteg-contained IT rack aisles. If you complete it with Conteg’s monitoring system RAMOS you can have a highly
effective and economic cooling solution.

Effective use of floor space

Cooling systems with Cooltop units do not occupy any
floor area

A raised floor is not used for air distribution

Very low power consumption

A set of highly-efficient fans with EC technology motors
Perfect air flow control

Optimized heat exchanger and interior aerodynamics
Recommended pressure control

Perfect project adaptability

Easy grouping of CoolTop units to meet the requested
capacities

Ideal for contained cold aisles, suitable even for
contained hot aisles

SUITABLE FOR

»  Allkinds of data centers

»  Applications with high value of floor space
+  Clients focused on Energy saving
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PRODUCTS

Conteg products are based on the needs of customers from around the world as well as and the latest developments in the field. We offer a complete
range of products from telecommunications and data distribution to data centers, server rooms and small applications.

Free-Standing Racks

Free-standing racks are designed for secure and easy
accommodation of equipment, including cabling. In

our product portfolio, you can find 2 main rack series

- PREMIUM and iSEVEN - that will satisfy even the

most demanding user who needs to house ICT and
telecommunications technology. We offer universal types
with welded or unassembled construction, as well as
special racks for specific uses (e.g. server racks). Our goal
is to meet the unique requirements of each individual
customer; therefore we are constantly developing and
adding new products and services to our portfolio.

PREMIUM Server RSF

The PREMIUM Server RSF rack is designed as a pure
server cabinet for data centers, equipment rooms and
network or telecommunication closets. RSF’s heavy-
duty, all-welded design and 1500 kg load rating mean
that it's possible to accommodate the heavy equipment
within a standard rack footprint. The RSF comes with
a full range of doors, panels and locks. Available in
various heights and depths, RSF is designed to work with
Conteg’s airflow optimization solutions and flexible cable
management systems, which means that RSF can be
tailored to suit your needs. RSF can be used with many
complementary systems (e.g. Intelligent Power PDUs),
making your servers safe and secure.

Air Separation Frame

The Air separation frame
is used for minimizing
bypass airflow trough
racks between hot and
cold zones. Using an
Air separation frame in
a Room Feed with Plenum
Return deployment forms
a“cold zone" inside the
rack between the front '
door and the equipment
mounted on the 19"
profiles. Cold zone depth is
recommended as 150 mm.
New standard type of the
separation frame features
6 installation openings
with covers so it can be
factory pre-installed and
it is also possible to use
connecting kit and simply

. Air separation frame - illustrative image
connect racks into a row.

19" Blank and fast blank panels

Used to cover empty positions in rack to minimize
bypass airflow, increase energy efficiency of cooling
system, and enhance aesthetic appearance.

DP-ZA-1F
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Adaptive extrusions

»

PREMIUM Server RSF rack has always two pairs (front
and rear) of vertical 19" equipment mounting extrusions
fully compatible with servers. They can be adjusted
from front to rear within the cabinet. They have marked
“U” positions on front and rear side. Lines are marked
on al